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Motivation 

In reviews, some words or sentences show strong user’s preference, and some others tend to indicate product’s characteristic. 

Opinions (rational evaluation) are more related to products and emotions (emotional evaluation) are more centered on users. 
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Case Study for Visualization of Attention 

Combined Strategy 

Add a softmax classifier respectively to 

three review representations: d_u, d_p, 

and [d_u; d_p]. 

The loss_2 and loss_3 are designed to 

learn to review representations from two 

orthogonal views, from users and prod-

ucts, respectively. 

Framework 

Loss Function 

Overall Results 
Metrics 

Accuracy 

RMSE 

Datasets 

In review 3, the word “good” indicates the product’s positive 

characteristic, and the word “disappointed” shows user’s neg-

ative sentiment. Our model catches the inconsistency be-

tween user’s emotion and product’s characteristic. 

Incorporate user and product information into sentiment classification indistinguishably. 

Our Observation 

Previous Methods 

The bar area is definitely good ‘people watching’ and i love the modern contemporary d´ecor. 

user’s emotion (emotional evaluation) product’s characteristic (rational evaluation) 

NSC+LA only uses review text. Besides local text, HUA uses 

user information, HPA incorporates product information, and 

HUAPA considers user and product information meanwhile. 

Use attention mechanism to model review representations from two views: from the user and product perspective respectively. 
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Hierarchical Attention 

Proposed Model 

Experiments 

Effect of User and Product Information 

Effect of the Different Weighted Loss 


